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Abstract—This work is based on the recently introduced multivariate multiscale entropy (MMSE) analysis method. In this article, MMSE analysis 
method is applied on a multimodal dataset provided by Sander Koelstra et al. for analyzing emotions from physiological signals in order to characterize 
human affective states. The multimodal dataset contains electroencephalogram (EEG) and peripheral physiological signals recorded from 32 partici-
pants while the participants were watching 40 selected music videos of one minute duration. Each participant rated their emotional response to 40 music 
videos along the scales of valence, arousal, dominance and liking. The MMSE analysis curve obtained using this multimodal dataset shows differences 
in terms of complexity among different affective states, which can be used for emotion detection and classification for machine vision applications. 
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——————————      —————————— 

1 INTRODUCTION                                                                 
sycho-physiological process triggered by conscious 
and/or unconscious perception of an object or situation is 
called emotion. In other words, an emotion is usually 

caused by a person consciously or unconsciously evaluating 
an event as relevant to a concern that is important and is usu-
ally experienced as a distinctive type of mental state, some-
times accompanied or followed by bodily changes, expres-
sions, actions; the emotion is felt as positive when a concern is 
advanced and negative when a concern is impeded [1]. Emo-
tion is often related to mood, temperament, personality and 
disposition, and motivation. Emotions contribute a significant 
role in human communication. Emotions can be expressed 
either verbally through emotional vocabulary, or by express-
ing non-verbal cues such as intonation of voice, facial expres-
sions and gestures. Most of the contemporary human-
computer interaction (HCI) systems are unable to identify 
human affective states. So, the goal of characterization of hu-
man affective states is to fill this gap by detecting human af-
fective states occurring during human-computer interaction 
in terms of complexity [2]. 

Various discrete categorizations of emotions have been 
proposed, such as the six basic emotions proposed by Ekman 
and Friesen [3] and the tree structure of emotions proposed 
by Parrot [4]. Among six basic emotions, arousal can range 
from inactive (e.g. uninterested, bored) to active (e.g. alert, 
excited), whereas valence ranges from unpleasant (e.g. sad, 
stressed) to pleasant (e.g. happy, elated). Dominance ranges   
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from a helpless and weak feeling (without control) to an em-
powered feeling (in control of everything). Emotion assess-
ment is often carried out through analysis of user’s emotional 
expressions and/or physiological signals. Emotional expres-
sions refer to any observable verbal and non-verbal behavior 
that communicates emotion. So far, most of the studies on 
emotion assessment have focused on the analysis of facial 
expressions and speech to determine a person’s emotional 
state. Emotional information that can be used for emotion 
assessment exists in physiological signals. 

The creation of novel databases containing emotional ex-
pressions in different modalities has been motivated by recent 
developments in emotion recognition. The contents of these 
databases are speech, visual or audiovisual data [5], [6], [7], 
[8], [9]. Facial expressions and/or body gestures belong to the 
visual modality. Posed or genuine emotional speech in differ-
ent languages is included in the audio modality.  

Multichannel multiscale entropy (MMSE) analysis method 
proposed by Mosabber et al. [10] measures the complexity of 
multichannel data. The possible applications of this method 
are analysis of brain consciousness [11], complexity analysis 
of multichannel data [12], dynamical complexity of human 
responses [13], and human centred complexity analysis [14].    
This method never analysed human emotions. 

In this work, a multimodal database containing emotional 
data has been used to analyse human emotions. To make that 
database, S. Koelstra et al. [2] used 40 music video clips as the 
visual stimuli to elicit different emotions. Using these emo-
tional data, multichannel sample entropy is calculated in 
terms of scale factor in order to determine higher complexity 
emotional state. TABLE 1 gives an overview of the database 
contents. 
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TABLE 1  
Database content summary, adapted from Ref. [2]

 
Online subjective annotation 

Number of videos         120 
Video duration         1 minute affective highlight 
Selection method       60 via last.fm affective tags, 60 manually selected 
No. of ratings per video         14-16 
Ratings scales        Arousal, Valence, Dominance, liking 
Ratings values         Discrete scale of 1-9 

Physiological experiment 
Number of participants                       32 
Number of videos        40 
Selection method      Subset of online annotated videos with clearest responses 
Ratings scales                    Arousal, Valence, Dominance, Liking, Familiarity  
Ratings values                                  Familiarity: discrete scale of 1-5, others: continuous scale of 1-9 
Recorded signals                                                                         32 channel 512 Hz EEG, Peripheral physiological signals, face video   

                                                                                              
      
 

 

2 DEAP: A DATASET FOR EMOTION ANALYSIS                                     
The DEAP dataset consists of two parts [15]: 

(i). The ratings from an online self-assessment where 
120 one-minute extracts of music videos were each 
rated by 14-16 volunteers based on arousal, valence 
and dominance. 

(ii). The participant ratings, physiological recordings 
and face video of an experiment where 32 volun-
teers watched a subset of 40 of the above music vid-
eos EEG and physiological signals were recorded 
and each participant also rated. 

3 DATA PREPROCESSED MATLAB. ZIP  
Recordings of EEG and peripheral physiological signals 
were downsampled and were kept in zip files. These files 
contain a downsampled (to 128Hz), preprocessed and seg-
mented version of the data in Matlab. Each zip file contains 
32 .mat (matlab) files, one per participant. Each participant 
file contains two arrays [15]: 
 
 

Array name       Array shape              Array contents 

Data                 40×40 ×8064       video/trial×channel ×data 

Labels                    40×4                 video/trial ×labels (valence, 

                                                        arousal, dominance, liking)  

 

                                                      
 

TABLE 2 

Channel layout, adapted from Ref. [15] 
 
Channel no.                       Channel content 
33                                hEOG (horizontal EOG, hEOG1 - hEOG2) 

34                                vEOG (vertical EOG, vEOG1 - vEOG2) 

35              zEMG (Zygomaticus Major EMG, zEMG1 - zEMG2) 

36                                 tEMG (Trapezius EMG, tEMG1 - tEMG2) 

37                                  GSR (Ohm) 

38                                  Respiration belt 

39                                  Plethysmograph 

40                                  Temperature 

 
TABLE 2 shows the channel layout of 8 channels among 40 
channels. In this article, 33-40 channels have been utilized for 
emotion analysis except 37 and 38 channels. Emotion analysis 
has been performed using these channels in terms of com-
plexity. If an emotion (e.g. valence) has higher multivariate 
sample entropy than the other (e.g. arousal), valence emotion 
will have higher complexity than that of arousal. This multi-
variate sample entropy theory proposed by Mosabber et al. 
[10] has been used in this article to measure the complexity of  
emotion. 
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TABLE 3  

Labels Array for a participant among 32 participants, adapted from Ref. [16] 

40(video/trial)×4 (labels) 

Video/trial  Labels 

 Valence  Arousal Dominance Liking 
 

                 1                                              9.0                                       5.03                                   7.13                                         6.62 
                 2                                              8.01                                     7.1                                     8.04                                         8.08 
                 3                                              9.0                                       9.0                                     8.96                                         8.05 
                 4                                              6.05                                     1.0                                     5.04                                         7.03 
                 5                                              5.04                                     3.0                                     3.65                                         5.04 
                 6                                              5.0                                       4.94                                   5.04                                         1.01 
                 7                                              4.96                                     1.99                                   4.08                                         1.0 
                 8                                              9.0                                       9.0                                     9.0                                           9.0 
                 9                                              9.0                                       7.0                                     9.0                                           7.18 
                10                                             4.99                                     1.0                                     9.0                                           1.0 
                11                                             7.08                                     1.0                                     7.01                                         7.0 
                12                                             8.01                                     6.06                                   7.12                                         9.0 
                13                                             9.0                                       4.99                                   9.0                                           9.0 
                14                                             8.94                                     9.0                                     8.97                                         9.0 
                15                                             9.0                                       8.01                                   8.06                                         9.0 
                16                                             6.0                                       5.05                                   8.05                                         6.14 
                17                                             9.0                                       3.0                                     6.03                                         7.41 
                18                                             9.0                                       6.15                                   9.0                                           8.08 
                19                                             9.0                                       8.32                                   8.06                                         6.99 
                20                                             8.97                                     9.0                                     8.03                                         9.0 
                21                                             1.0                                       1.0                                     5.04                                         1.0 
                22                                             5.0                                       1.0                                     4.97                                         5.0 
                23                                             1.0                                       2.97                                   1.0                                           7.82 
                24                                             7.08                                     9.0                                     6.06                                         9.0 
                25                                             9.0                                       9.0                                     8.1                                           9.0 
                26                                             9.0                                       8.04                                   9.0                                           9.0 
                27                                             4.96                                     5.01                                   3.01                                         5.05 
                28                                             4.06                                     4.97                                   7.14                                         7.04 
                29                                             2.99                                     7.04                                   7.03                                         9.0 
                30                                             2.01                                     7.05                                   1.0                                           7.13 
                31                                             4.06                                     7.05                                   1.0                                           9.0 
                32                                             1.0                                       9.0                                     2.01                                         1.0 
                33                                             5.0                                       8.03                                   3.01                                         1.0 
                34                                             4.87                                     1.0                                     6.99                                         1.0 
                35                                             1.99                                     2.0                                     1.0                                           1.0 
                36                                             5.04                                     1.0                                     7.09                                         1.0 
                37                                             1.0                                       8.06                                   1.0                                           1.0 
                38                                             1.0                                       9.0                                     1.0                                           1.0 
                39                                             1.0                                       1.0                                     2.97                                         1.0 
                40                                             6.05                                     6.67                                   6.94                                         6.53 
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4   MMSE Method 
The multichannel multiscale entropy (MMSE) method is per-
formed through the following two steps: 

(i). Define temporal scales of increasing length by coarse 
graining the multichannel time series {𝑢𝑙,𝑖}𝑖=1𝑁  ̦ l=1, 2, . 
. . ,c, where c denotes the number of channels and N 
the number of samples in each channel. Then, for a 
scale factor , 𝜀, the elements of the multichannel 
coarse-grained time series are calculated as 
 

 𝑥𝑙,𝑗𝜀 = 1
𝜀
∑ 𝑢𝑙,𝑖
𝑗𝜀
𝑖=(𝑗−1)𝜀+1                            (1) 

Where 1≤ 𝑗 ≤ 𝑁
𝜀
 and 𝑙 = 1, … . , 𝑐. 

(ii). Calculate the multichannel sample entropy, 
MSampEn, for each coarse-grained multichannel, 𝑥𝑙,𝑗𝜀 , 
and plot MSampEn as a function of the scale factor 𝜀. 
Multichannel sample entropy is therefore a prerequi-
site for performing multiscale entropy (MSE) analy-
sis simultaneously over a number of data channels. 

5 MULTICHANNEL SAMPLE ENTROPY CALCULATION 
For a c-channel time series {𝑢𝑙,𝑖}𝑖=1𝑁  ̦ l=1 ̦ 2 ̦ . . . ̦ c ̦ Multichannel 
Sample Entropy is performed through the following steps: 

i. Form (N−n) composite delay vectors 𝑈𝑚(𝑖)𝜖ℝ𝑚,  
where i = 1 ̦ 2 ̦ … ̦ N−n and n =𝑚𝑎𝑥{𝑀} × max {𝜏} 

ii. Define the distance between any two composite de-
lay vectors 𝑈𝑚(𝑖)and 𝑈𝑚(𝑗) as the maximum 
norm, 𝑑[𝑈𝑚(𝑖) 𝑎𝑛𝑑 𝑈𝑚(𝑗)] 𝑚𝑎𝑥𝑘=1,…,𝑚   {|𝑢(𝑖 + 𝑘 −
1)− 𝑢(𝑗 + 𝑘 − 1)|} 

iii. For a given composite delay vector 𝑈𝑚(𝑖) and a 
threshold r, count the number of instances 𝐶𝑖 where 
𝑑[𝑈𝑚(𝑖),𝑈𝑚(𝑗)] ≤ 𝑟, 𝑗 ≠ 𝑖, then calculate the frequen-
cy of occurrence, 𝐴𝑖𝑚(𝑟) = 1

𝑁−𝑛−1
𝐶𝑖, and define a glob-

al quantity 
 

𝐴𝑚(𝑟) = 1
𝑁−𝑛

∑ 𝐴𝑖𝑚𝑁−𝑛
𝑖=1 (𝑟)    (2) 

 
iv. Extend the dimensionality of the multichannel delay 

vector from m to (m+1). This can be performed in c 
different ways, as from a space defined by the em-
bedding vector 𝑀[𝑚1,𝑚2, … ,𝑚𝑙 , … ,𝑚𝑐] the system 
can evolve to any space for which the embedding 
vector is �𝑚1,𝑚2, … ,𝑚𝑙 + 1, … ,𝑚𝑐�(𝑙 = 1,2, … , 𝑐). 
Thus, a total of c × (N−n) vectors 𝑈𝑚+1(𝑖) in ℝ𝑚+1 are 
obtained, where 𝑈𝑚+1(𝑖) denotes any embedded vec-
tor upon increasing the embedding dimension from 
𝑚𝑙 to (𝑚𝑙 + 1)  for a specific variable l. In the process, 
the embedding dimension of the other data channels 
is kept unchanged, so that the overall embedding 
dimension of the system undergoes the change from 
m to (m+1). 

v. For a given  𝑈𝑚+1(𝑖) , calculate the number of vectors 
𝑄𝑖 , such that 𝑑[𝑈𝑚+1(𝑖),𝑈𝑚+1(𝑗)] ≤ 𝑟, where 𝑗 ≠ 𝑖 , 

then calculate the frequency of occurrence, 𝐴𝑖𝑚(𝑟) =
1

𝑐(𝑁−𝑛)−1
𝑄𝑖 , and define the global quantity  

 
𝐴𝑚+1(𝑟) = 1

𝑐(𝑁−𝑛)
  ∑ 𝐴𝑖𝑚+1(𝑟)𝑐(𝑁−𝑛)

𝑖=1    (3) 
 

vi. This way, 𝐴𝑚(𝑟) represents the probability that any 
two composite delay vectors are similar in dimension 
m, whereas 𝐴𝑚+1(𝑟) is the probability that any two 
composite delay vectors will be similar in dimension 
(m+1). 

vii. Finally, for a tolerance level r, MSampEn is calculat-
ed as the negative of a natural logarithm of the con-
ditional probability that two composite delay vectors 
close to each other in an m dimensional space will al  
so be close to each other when the dimensionality is 
increased by one, and is given by 
 
𝑀𝑆𝐸𝑛(𝑀, 𝜏, 𝑟,𝑁) = −ln [𝐴

𝑚+1(𝑟)
𝐴𝑚(𝑟)

]    (4) 

 
Where the symbol ,𝑀𝑆𝐸𝑛 , denotes Multichannel Sample En-
tropy 

6 RESULT AND ANALYSIS 
6.1 Complexity analysis of physiological signals for 

emotion analysis 
For complexity analysis the highest values (e.g. 9 ̦   8.05 ̦ 8.06 ̦ 
8.08 ̦ 8.03) of each emotion label are used among the four 
emotion labels. The highest values of each emotion label are 
given in TABLE 4. 

TABLE 4  
Highest values for four emotion labels, adapted from Ref. [16] 

13(video/trial, among 40 videos) ×4 (labels) 
Video/trial Labels 
 Valence  Arousal Dominance Liking 

1 9.0    
2    8.08 
10   9.0  
12    9.0 
16   8.05  
17 9.0    
19 9.0    
23    7.82 
28   7.14  
29    9.0 
31    9.0 
32  9.0   
33  8.03   
37  8.06   
38  9.0   

 
From the TABLE 4, it is obsrerved that for the first trial arous-
al, dominance and liking values are absent. This is because of 
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choosing the highest value for any emotion label among va-
lence, arousal, dominance and liking emotion labels. From 
TABLE 3, it can be shown that for the first trial valence= 9.0, 
arousal= 5.03, dominance= 7.13 and liking= 6.62. Therefore, 
the highest value is obtained by the valence emotion label. 
Similarly, other highest values of emotion are achieved. 
 
6.2  Complexity analysis of multichannel data for 

emotion analysis 
In this section, hEOG-vEOG, zEMG-tEMG and Plethysmo-
graph-Temperature multichannel contents are analyzed in 
terms of complexity in order to test affective states of human. 
The values of the parameters used to calculate multichannel 
sample entropy were 𝑚1 = 3, 𝑚2=2, 𝜏1=1, 𝜏2=2 and r is set at a 
certain percentage (usually 7%) of the original channel con-
tent standard deviation (SD). 

 
Fig. 1. MMSE (Multichannel Multiscale Entropy) analysis for two channels 
containing hEOG (horizontal EOG, hEOG1 - hEOG2) and vEOG (vertical 
EOG, vEOG1 - vEOG2) time series (mean zero, variance one), each with 
7681 data points. Symbols represent an average of 4 independent trials 
for arousal and an average of 3 independent trials for dominance. Error 
bars represent the standard deviation (SD). Lines represent numerical 
evaluation of analytic Multichannel Sample Entropy Calculation. 

Fig. 1. shows MMSE (Multichannel Multiscale Entropy) 
analysis for two channels containing hEOG (horizontal EOG, 
hEOG1 - hEOG2) and vEOG (vertical EOG, vEOG1 - vEOG2) 
time series (mean zero, variance one), each with 7681 data 
points. From fig. 1, it is observed that the values of sample 
entropy for the dominance emotion are higher than the values 
of sample entropy for the arousal emotion for all scales. Due 
to the higher entropy values for all scales for dominance ra-
ther than arousal, this result is consistent with the fact that, 
unlike arousal, dominance contains correlations across multi-
ple time scales and is, therefore, more complex than arousal. 
This fact also implies that human has an empowered feeling 
(in control of everything) for dominance and an inactive feel-
ing (e.g. uninterested, bored) for arousal. 

Fig. 2. shows MMSE (Multichannel Multiscale Entropy) 
analysis for two channels containing zEMG (Zygomaticus 

Major EMG, zEMG1 - zEMG2) and tEMG (Trapezius EMG, 
tEMG1 - tEMG2) time series (mean zero, variance one), each 
with 7681 data points. In fig. 2. (a), it has been shown that the 
values of sample entropy for the valence emotion are higher 
than the values of sample entropy for the arousal emotion for 
all scales. Since the entropy values are higher for all scale fac-
tors, this result is consistent with the fact that, unlike arousal, 
valence emotion contains correlations across multiple time 
scales and is, therefore, more complex than arousal . This fact 
also implies that human has a pleasant feeling (e.g. happy, 
elated) for valence and an inactive feeling (e.g. uninterested, 
bored) for arousal. Similarly, from Fig. 2. (b) anyone can as-
sume that dominance emotion is more complex than liking 
emotion for the same channels described in fig. 2. (a). There-
fore, human has an empowered feeling (in control of every-
thing) for dominance and a weak liking feeling (e.g. how 
large do you like anything) for liking emotion. 

   

 
 

(a) For valence and arousal emotion 

  
 

(b) For dominance and liking emotion 

Fig. 2. MMSE (Multichannel Multiscale Entropy) analysis for two channels 
containing zEMG (Zygomaticus Major EMG, zEMG1 - zEMG2)) and 
tEMG (Trapezius EMG, tEMG1 - tEMG2) time series (mean zero, vari-
ance one), each with 7681 data points. Symbols represent an average of 
4 independent trials for arousal, 3 independent trials for valence, 3 inde-
pendent trials for dominance and 5 independent trials for liking. Error bars 
represent the standard deviation (SD). Lines represent numerical evalua-
tion of analytic Multichannel Sample Entropy Calculation. 
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(c) For arousal and dominance emotion 

 

 
(d) For dominance and liking emotion 

 
 

 
(e) For valence and dominance emotion 

Fig. 3. MMSE (Multichannel Multiscale Entropy) analysis for two channels 
containing Plethysmograph and Temperature time series (mean zero, 
variance one), each with 7681 data points. Symbols represent an average 
of 4 independent trials for arousal, 3 independent trials for valence, 3 in-

dependent trials for dominance and 5 independent trials for liking. Error 
bars represent the standard deviation (SD). Lines represent numerical 
evaluation of analytic Multichannel Sample Entropy calculation. 

Fig. 3. Shows MMSE (Multichannel Multiscale Entropy) analy-
sis for two channels containing Plethysmograph and and 
Temperature time series (mean zero, variance one), each with 
7681 data points. From fig. 3. (c), one can say that the values of 
sample entropy for the dominance and arousal emotion in-
crease with the increase of scale factors except for scale factor 
1. Both of emotions do not overlap with each other except 
scale factor 1. This indicates that both emotions can be identi-
fied by MMSE algorithm. Since the values of sample entropy 
for the arousal emotion are higher than the dominance except 
for scale factor 1, it can be said that, unlike dominance, arousal 
emotion contains correlations across multiple time scales and 
is, therefore, more complex than dominance . This fact also 
implies that human has an active (e.g. alert, excited) feeling for 
arousal and helpless, weak (without control) feeling for domi-
nance. 

In fig. 3. (d), it is shown that the values of sample entropy 
for dominance and liking emotion do not overlap with each 
other except scale factors 1 and 4. Because of no overlapping 
behavior for the majority of the scale factors, both emotions 
can be identified by MMSE algorithm. In this case, Liking 
emotion is more complex than the dominance. This fact also 
implies that human has a strong liking feeling for liking emo-
tion and helpless, weak (without control) feeling for domi-
nance. 

In fig. 3. (e), one can see that for scale factor ≥ 2, the val-
ues of sample entropy for the dominance and valence emo-
tions increase. Both of them do not overlap with each other 
except scale factor 1. This indicates that both emotions can be 
identified by MMSE algorithm. Since the values of sample 
entropy for the valence emotion are higher than the domi-
nance, it can be said that, unlike dominance, valence emotion 
contains correlations across multiple time scales and is, there-
fore, more complex than dominance. This fact also implies that 
human has a pleasant feeling (e.g. happy, elated) for valence 
and helpless, weak (without control) feeling for dominance. 

7 CONCLUSION 
This work applies the recent introduced multichannel mul-
tiscale entropy analysis method on a multimodal dataset pro-
vided by Sander Koelstra et al. for the analysis of spontaneous 
emotions using physiological signals. Most of the contempo-
rary human-computer interface action (HCI) systems are una-
ble to identify human emotional states. So the goal of this 
work is to resolve the lack of emotional intelligence suffered 
from the human-computer interaction systems. In this work, 
multichannel sample entropies are calculated for different 
emotions such as valence, arousal, and dominance using phys-
iological signals and then are compared to measure which 
emotion has the higher complexity than the other in order to 
detect human affective states. 
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